Effect of Information Presentation on Fairness Perceptions of Machine Learning Predictors
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ABSTRACT
The uptake of artificial intelligence-based applications raises concerns about the fairness and transparency of AI behaviour. Consequently, the Computer Science community calls for the involvement of the general public in the design and evaluation of AI systems. Assessing the fairness of individual predictors is an essential step in the development of equitable algorithms. In this study, we evaluate the effect of two common visualisation techniques (text-based and scatterplot) and the display of the outcome information (i.e., ground-truth) on the perceived fairness of predictors. Our results from an online crowdsourcing study (N = 80) show that the chosen visualisation technique significantly alters people’s fairness perception and that the presented scenario, as well as the participant’s gender and past education, influence perceived fairness. Based on these results we draw recommendations for future work that seeks to involve non-experts in AI fairness evaluations.
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• Human-centered computing → Human computer interaction (HCI); Collaborative and social computing; Empirical studies in collaborative and social computing.
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1 INTRODUCTION
Technological developments have led to an increase in the deployment of artificial intelligence (AI) based decision-support solutions. Having moved beyond theoretical solutions or theories, such systems now have a profound effect on both individuals and society at large [25, 57]. The use of AI spans across a variety of application domains, including high-impact areas such as loan approval [16, 36], policing and law enforcement [29, 31], and hiring processes [14, 46]. Although AI technology promises more efficient decision technology, the use of automated decision systems also raises questions and risks concerning their fairness and equity. Notable examples of these include the COMPAS recidivism risk prediction system, which was found to have racial biases and was deployed in several U.S. states [2, 29], and an AI-powered recruitment tool previously used at Amazon that showed bias against women [14].

The rising concerns regarding the fairness of AI systems have led to the development of novel and interactive visualisation tools to probe machine learning (ML) models. These interpretability tools allow ML practitioners to answer questions such as, ‘what if [...]?’ [62], ‘what is a feature’s effect on [...]?’ [33], and ‘why?/why not?’ [38]. Simultaneously, Human-Computer Interaction (HCI) literature argues strongly for the involvement of stakeholders and the general public in the development of AI applications [22, 56, 66], motivated by e.g. the ability to capture stakeholder insights [66] and to safeguard end-user acceptance [56]. Involving stakeholders in the early stages of algorithm design, i.e. during predictor selection, has been identified as critical due to the ability to avoid biases in initial design choices [66]. The aforementioned algorithm probing tools are primarily designed with ML professionals in mind, and it is unclear whether such tools can be appropriated by those without knowledge of the jargon and technical underpinnings of algorithm development. The involvement of members from the general public introduces new considerations to the way in which we study algorithmic fairness. These considerations have not been sufficiently addressed in the literature. Although several studies have explored ways to capture people’s opinions and perceptions of AI systems [22, 56, 65], these studies have largely ignored the effect of information presentation (i.e., including/excluding certain information, visualisation techniques) and are typically limited to one application scenario (e.g., recidivism). In this work we argue...
that how information is presented is at least as important as who it is presented to, and that these factors are interdependent.

Motivated by the increasing need to capture people’s perspectives on AI fairness, and the lack of knowledge of the factors that affect the perceptions of fairness among non-ML experts, we designed an online crowdsourcing study to systematically investigate fairness perceptions in an algorithmic decision-making setting. In our study, participants were asked to make a judgement as to whether predictors should be included in an AI-algorithm in a given scenario. We assess the effects of predictor type (e.g., demographic), presentation technique (text-based vs scatterplot), the inclusion of ground truth data in the information presentation, and application scenario on the participants’ judgement. Further, we ask participants to report their perceived fairness, demographics, and overall assessment of the presentation technique. We set out to answer the following research questions:

- How does the presentation of data points affect perceived algorithmic fairness?
- What is the effect of presenting / not presenting the outcome of the predicted variable on perceived algorithmic fairness?
- How do the demographic factors of education and gender affect perceived algorithmic fairness?

We find that our participants were less likely to include a predictor when it was presented in a scatterplot as opposed to summarised in writing. Participants were more likely to include variables in a recidivism-related scenario as compared to a lending scenario, regardless of the predictor type. A significant interaction effect between predictor type and visualisation technique highlights that demographic predictors and domain-specific predictors are affected differently by the presentation technique. Furthermore, our results highlight that educational attainment is a significant factor in fairness perception, with a higher completed education leading to a lower average fairness rating. Similarly, we find that women perceived the predictors as significantly less fair as compared to men. Our results show that fairness perceptions are indeed altered by how information is presented, and that significant differences in fairness perceptions between demographic groups exist. This raises important considerations for the future involvement of participants in the design and evaluation of AI applications, such as how we display (interactive) data to participants. Finally, we present recommendations for future studies on AI perceptions.

2 RELATED WORK

Both the HCI and the AI literature highlight an increasing effort and interest towards the active involvement of the general public and/or end-users in data collection [27], training [17], and the evaluation [60] of AI applications. We motivate our work by building on prior research on fairness perceptions, tools for inspection of ML models, and visualisation and interpretation research.

2.1 Fairness and the Public

A variety of disciplines, including Law, Social Sciences, and Computer Science, have proposed numerous definitions and perspectives on fairness. Examples include, but are not limited to:

- **Individual fairness**, which states that similar individuals should be treated similarly [15].
- **Demographic parity / Group fairness**, in which outcomes are equally distributed among each defined group [9, 51].
- **Equality of opportunity**, which states that individuals with an equal amount of talent and motivation should be offered the same prospective, regardless of their current position within the social system [24].
- **Treatment equality**, in which the ratio of false negatives and false positives is the same for each defined group [6].

Recent studies have explored how such theoretical definitions align with the perspectives of non-experts. Srivastava et al. studied fairness perceptions across two different application domains by presenting participants with the results of two hypothetical algorithms side-by-side [51]. Their results highlight that demographic parity is closest in line with people’s perception of fairness. Similarly, Saxena et al. explored how three different definitions of fairness are perceived by the public in the context of loan allocation [48]. The definitions included are ‘individual fairness’ [15], ‘never favour a worse individual over a better one’ [32], and ‘calibrated fairness’ [39]. The results from Saxena et al. reveal a preference for calibrated fairness, in which resources (e.g., money) are split between people in accordance with their ’quality’. Including additional demographic information on the loan applicant’s race influenced participants’ perceptions, which the authors attribute to affirmative action [48]. Binns et al. explore perceptions of justice in algorithmic decision-making across different explanation styles [7]. Their results show explanation styles primarily affect participants’ perceptions when participants are presented with multiple different explanation styles. A case-based explanation, in which a representative example from the training data is presented, resulted in the most consistent negative impact on participants’ justice perceptions [7].

Highly relevant to our work is a deception-based study by Wang et al., in which the factors influencing perceived fairness of crowd-workers on an algorithm designed to determine their eligibility for a ’Master Qualification’ was investigated [60]. Through a between-subjects design, the authors presented participants with different scenarios concerning the algorithm’s development (e.g., the openness of the algorithm’s development) and performance across different demographics. Based on these scenarios, participants provided their expectation as to whether or not they would receive the master classification, after which a (random) decision result was presented. Participants subsequently rated the fairness of the algorithm. Wang et al.’s results highlight that participants perceive algorithms as more fair when the algorithm predicts in their favour – even when the algorithm shows severe biases against particular demographics [60]. This effect, known as outcome favourability, was found to be moderated by a number of demographic (e.g., education) and scenario (e.g., openness) variables.

Pierson collected fairness perceptions among university students prior to and following an hour-long lecture and discussion on algorithmic fairness [45]. Pierson’s results show that this intervention changed the perspective of Computer Science students towards algorithmic fairness, and revealed gender differences in relation to the predictors that should be included in an algorithm. Grgić-Hlača et al. investigated factors influencing the fairness perceptions of recidivism prediction algorithms [22]. Their results identify eight
properties that predict people’s perceptions towards a predictor (e.g., perceived reliability, relevance). Expanding the work into collaborative interaction, Van Berkel et al. studied the fairness perception towards ML predictors through interactive discussions facilitated by a chatbot [56], allowing for private voting and public discussion. Their results highlight that being part of a more diverse group resulted in a stronger agreement with the overall majority vote. Similarly, Van Berkel et al. highlight the gap between theoretical perspectives on fairness and the public’s perception of fairness as an important obstacle to overcome in the public acceptance of AI applications [56].

A common finding in the aforementioned studies is that fairness perceptions among the general public are influenced by a variety of factors. Obtaining a better understanding of these factors across a variety of stages in the development process of interactive applications is crucial to develop tools and techniques which allow the general public to interact, inspect, and influence the development of algorithm-based applications. In this paper we focus on one of the initial steps in algorithm development, identifying the perceived fairness of potential algorithmic predictors.

2.2 Inspecting Machine Learning Models

A range of work has established the notion that ML models ought to be interpretable, specifically in order to identify and understand how the model behaves towards different groups [47]. This has led to the development of a variety of interactive applications that allow users to inspect ML models. For example, Wexler et al. introduce the ‘What-If’ tool, an interactive application which allows ML practitioners to “probe, visualise, and analyze ML systems, with minimal coding” [62]. The authors argue that no coding should be required to increase ones understanding of a model, instead allowing users to answer ‘what-if’ questions (e.g., “how would an increase in the value of age affect the model’s decision?”) using an interactive tool. Through an iterative design process with machine learning researchers and practitioners, Hohman et al. present a visual ML interpretation system named ‘Gamut’ [26]. Gamut presents an interactive interface with multiple coordinated views, i.e., line charts on multiple features, waterfall charts to explain the cumulative impact of each feature on the final decision, and an interactive table which allows for sorting and filtering of the data.

Kaur et al. studied the use of two existing interpretability tools by ML practitioners through a contextual inquiry and survey [33]. Their results indicate that practitioners misuse interpretability tools due to a misalignment between the intended use of these tools and the participants understanding of their workings. This misuse is fuelled by an over-trust of participants in the visualisations: “participants were excited about the visualizations and took them at face value instead of using them to dig deeper into issues with the dataset or model.” [33].

We note that the majority of these interpretation tools are aimed at ML experts. Although HCI researchers have stressed the need for stakeholders to be involved in the development of algorithms [11, 56, 58, 64], a thorough understanding on how users would make use of such tools is still missing — resulting in the absence of adequate tooling for the general public. Liao et al., in exploring the needs of practitioners in creating explainable AI applications, highlight that “XAI [explainable AI] research still struggles with a lack of understanding of real-world user needs for AI transparency, and by far little consideration of what practitioners need to create explainable AI products” [37]. In this paper, we explore factors affecting non-ML experts in their assessment of algorithmic predictors – a key step in algorithm development. As stated by Wexler et al., “A particular important future direction is to decrease the level of ML and data science expertise necessary to use this type of tool” [62], in order to allow a wider public to participate in discussions surrounding the fairness of AI.

2.3 Visualisation and Interpretation

The HCI community has repeatedly shown that the way information is presented can significantly alter the perceptions of information consumers. Related to the topic of explanations, Wang et al. empirically compare the effectiveness of infographics and ‘data comics’ (a sequence of panels in which a story is conveyed through text and data visuals) [61]. Their results highlight that data comics were not only perceived as more engaging and enjoyable but also increased understanding among the readers. Sullanum et al. found that clinicians had difficulty obtaining meaningful information from extensive text-based patient records, and introduced a text-visualisation system which allowed clinicians to more efficiently navigate to the required information [52].

On the topic of decision-support algorithms, Cheng et al. studied the ability of different explanation interfaces to increase people’s understanding of a university admissions decision system [11]. Through a factorial design, the authors explore the effect of interactive vs non-interactive explanations and white-box vs black-box explanations. Their results indicate that participants’ objective understanding of the algorithm increased both in the interactive and white-box explanations. Interestingly, participants self-reported understanding did not increase in the white-box scenario, which the authors argue is the result of increased complexity and/or required cognitive load. Furthermore, an increased understanding did not result in an increase in the participants’ trust towards the algorithm [11]. Shen et al. explored alternative designs of confusion matrices to support people’s understanding of an algorithm’s performance, ultimately identifying flow charts as the most useful due to their ability to point out the direction of reading [49].

Despite the literature highlighting that different visualisation techniques significantly impact perception and understanding among individuals, the effect of data presentation on the fairness assessment of algorithm predictors has not been previously studied. Here, we explore two information presentation techniques used in algorithmic assessment; a text-based visualisation and a scatterplot.

3 METHOD

In this paper, we set out to evaluate the effect of information presentation on participants’ fairness perceptions and their decision to include or exclude a predictor for an algorithm. We present a mixed-model experimental design, with VISUALISATION TECHNIQUE (text-based or scatterplot) and DISPLAY OF OUTCOME VARIABLE (shown or not shown) as between-subjects factors, and SCENARIO (recidivism or lending) and PREDICTOR TYPE (demographic, validation, and
domain) as within-subject factors. We first discuss the between-subject factors introduced in the study.

- **Visualisation technique.** We analysed two visualisation techniques. The first technique was a text-based visualisation in which the data was summarised across three sub-groups (Figure 1-C & D), as used e.g. by Yu et al. [65]. The second technique was a scatterplot based visualisation (Figure 1-A & B). Scatterplots visualise the spread of data points across two variables and are frequently employed in algorithmic inspection applications [42, 62]. Further, scatterplots have been used in other HCI work, including studies involving university students [10] and crowdworkers [28]. Despite the frequent occurrence of scatterplots in ML inspection applications – including those presented to non-experts [65], literature shows that people are often unable to correctly interpret scatterplots and the (strength of the) relationship between the two variables displayed [12, 50]. It is therefore critical to understand whether the use of scatterplots in the context of algorithmic fairness is appropriate for novice users. Participants were able to navigate between different groups within the data (e.g., race, length of loan duration – see Table 1) in both visualisation techniques.

- **Display of outcome variable.** Presenting the outcome variable may influence participants’ decision making, as participants may, for instance, reason that a certain group over- or under-performs in comparison with other groups. We therefore presented either all data points in one overview (i.e., no outcome variable – Figure 1-B & D), or presented the data as split into two views; one view containing all ‘positive’ outcomes (e.g., did pay back loan) and one view containing all ‘negative’ outcomes (e.g., did not pay back loan). The outcome variable was clearly indicated above each respective data presentation (Figure 1-A & C). Wang et al. identified that participants evaluate algorithms as less fair when they are biased against a certain demographic [60], but the effect of including the outcome variable during predictor assessment has not been previously assessed [56].

In addition to these between-subject manipulations, we introduced two within-subject variables. First, we included two distinct scenarios in order to evaluate whether the presented scenario affects participant judgements; one scenario on recidivism and one scenario on loan approval. Second, for each of the two aforementioned scenarios we introduced a total of five algorithmic predictors – categorised into three predictor types (demographic, domain-specific, and validation). The order of scenario presentation was counterbalanced, and the order of the predictors was randomised within each scenario. As such, participants first completed one scenario in full before they proceeded to the second scenario. We next detail the scenarios and their respective predictors.

---

**Figure 1: Overview of visualisation technique and display of outcome variable as shown to participants.**
3.1 Scenarios & Predictors

To support the external validity of the study, we made use of two existing real-world datasets. The first dataset is the COMPAS dataset on recidivism\(^1\), as obtained by ProPublica [2] and used in various HCI studies [21, 56, 65]. This dataset contains information on criminal defendants of Broward County, Florida, including their demographic information, prior criminal activities, as well as ground-truth information on whether or not the defendant went on to commit another crime within two years (i.e., the outcome variable). Following the same procedure as outlined by ProPublica [2], we excluded incomplete records, ordinary traffic offences (no jail time), and offenders who were released from a correctional facility less than two years ago.

The second dataset contains data on lending, as published by a peer-to-peer lending company\(^2\), and is frequently used as a case study in machine learning research [30, 41]. The dataset contains information on the amount of money applied for, the status of the loan, as well as limited details on the loan applicant. The dataset covers the period 2007–2015 and consists of over two million loans. Our first step was to filter out loans that were still ongoing, leaving us with a binary outcome variable: loans that were either fully paid back or failed to be paid back (defaulted or written off).

Our selection is based on three criteria. First, an identical distribution of predictor types (demographic, domain-specific, and validation) between scenarios. Second, variables as similar as possible (e.g., we could use ‘sex’ in both datasets and created ‘age’ for the lending dataset). Given the limited number of demographic variables in the lending dataset (e.g., no information on the applicant’s age), we fabricated the lenders’ age by scaling the reported annual income of lenders (excluding outliers) to an age variable ranging from 18 to 86. Furthermore, we mapped the dataset’s information on the lender’s state to one of four regions as defined by the United States Census Bureau (i.e., Northeast, Midwest, South, West). Third, a consistent presentation of the variables limited us to continuous variables for the predictor variable and categorical variables for the group filter. Therefore, not all predictors from the Lending dataset could be included. Following recommendations from earlier work [20, 34, 56], we generated fabricated predictors for both datasets to be used as ‘explicitly verifiable’ predictors. We present an overview of the variables selected in Table 1. For consistency in size between the two scenarios, we randomly sampled 5000 records of each dataset.

3.2 Participants & Procedure

Participants were recruited through Prolific Academic. To ensure sufficient response quality, we restricted participation to crowd-workers with an acceptance rate of 95% or above. Furthermore, we limited our study sample to participants with a US nationality. Although a wider selection of nationalities would allow for a more global perspective, this restriction aligns with the characteristics of the datasets. After accepting the task, participants were routed to an online website with an explanation of the task and a short introduction to decision-making algorithms by use of an example. Participants received a predetermined amount of money for the full completion of the task. Following the US minimum wage of $7.25 per hour at the time of our study and an expected completion time of 20 minutes (as based on our pilot data), we compensated each participant with $3.

To minimise type II errors, we defined the number of participants based on a power calculation using G*Power [18]. Given the exploratory nature of our investigation, we used medium-to-large effect sizes ($f^2 = 0.2$), an alpha level of 0.05, and a power of 0.8, in line with established methodological recommendations [23]. From our a priori multiple linear regression model with four predictors, the minimum sample size required is 65 participants. To be conservative (foreseeing dropouts) and to uphold reliability, we ended up recruiting 80 participants.

Upon accepting the task in the Prolific crowdsourcing platform, participants were assigned to one of four conditions – following the aforementioned study design. We limited participants from taking part in our experiment more than once, ensuring that each condition consists of twenty unique participants. Each participant completed the following four tasks:

1. **Introduction.** The landing page explained the task at hand, including a fictional example of an algorithmic decision application. At this stage, participants provided their demographic information, which was used to inform the default options for the demographic predictors in task 3.

2. **Background information.** Participants first read a high-level explanation of how algorithms come to a decision. Furthermore, the two scenarios included in the experiment (i.e., recidivism and lending) were introduced. To assess whether participants understood and paid attention while reading this relatively short (~300 words) background information, we included two multiple-choice questions. Participants were allowed to continue with, and receive compensation for, the task regardless of the correctness of their answers.

3. **Predictor assessment.** For the main task of the experiment, participants were asked to assess a total of ten ‘predictor’– ‘group filter’ pairs (see Table 1). For each predictor variable, participants could explore the data across a set of groups. The default display for the race and sex group filters was determined by the participant’s demographic information (e.g., a male participant will first see the data of male loan applicants). For the remaining group filter configurations, a consistent default group was selected. Participants were asked to assess and subsequently motivate whether a predictor variable should be included (binary yes/no decision) in an algorithm predicting either the risk of not paying back a loan or a convicts’ chance of recidivism – as dependent on the current scenario. Furthermore, participants assessed the fairness of including this predictor in an algorithm for the given scenario (scale 0–100%). To recap, for each assessed predictor we kept track of the **predictor type**, **visualisation technique**, **display of outcome variable**, and **scenario.** This allowed us to later model the effect of these parameters on participants decision making.

4. **Graph comprehension & completion.** Finally, we assessed the graph literacy of all participants using the Short Graph Literacy (SGL) scale [44]. The SGL is a validated questionnaire consisting of four questions – each including a visual graph.

---

\(^1\)Data available at https://github.com/propublica/compas-analysis/
Furthermore, we collected the participants’ overall perceptions with regards to their decision confidence and perspectives on end-user involvement in algorithm development.

4 RESULTS

The average age of our participants was 29.05 years old (SD = 8.06), ranging between 18 and 60 years of age. We provide an overview of the gender, race, and educational attainment of our participant sample in Table 2, and augment this information with data from the 2019 US Census [54, 55]. Our participants’ demographics are closely aligned with the US census. In terms of participants’ race, we see an under-representation of African-Americans and an over-representation of Asians in comparison with the US population – this aligns with prior analysis of the crowdworker population [5].

First, we assessed participants’ answers on the two questions intended to verify whether participants had read and understood the background information provided. For the first question (‘Algorithms calculate the risk of an individual by;’), we found 14 participants that answered incorrectly. For the second question (‘A recidivist is someone who;’), we found 13 participants who answered incorrectly. Five participants answered incorrectly on both questions, indicating a poor understanding, low participant effort, or automated efforts. These participants were therefore excluded from further analysis, leaving a total of 75 participants. Given this final sample size, we report a post-hoc power of 0.867.

Average completion time for the ten primary questions was 18.91, 24.10, 22.57, and 18.77 minutes for the ‘Scatterplot - Outcome’, ‘Scatterplot - No outcome’, ‘Text - Outcome’, and ‘Text - No outcome’ conditions respectively. A two-way ANOVA, using type-III sums of squares to account for the slight imbalance in group size following the aforementioned participant removal, was conducted to examine the effects of VISUALISATION TECHNIQUE and DISPLAY OF OUTCOME VARIABLE on completion time. There was no statistically significant interaction between the effects of visualisation type and inclusion of outcome variable (F(1,71) = 3.243, p = 0.08). Simple main effects analysis also did not show a significant effect for visualisation type (p = 0.13) or inclusion of outcome variable (p = 0.14).

Participants’ average graph literacy score, as assessed through the Short Graph Literacy scale (SGL) [44], was 2.77 (SD = 0.94, ranging from 1 to 4). This score is slightly higher than the average scores observed by the initial assessment of the SGL on a US population (score of 2.2, N = 495) [44].

4.1 Predictor Assessment

In order to identify the effects of PREDICTOR TYPE, VISUALISATION TECHNIQUE, DISPLAY OF OUTCOME VARIABLE, and SCENARIO on the likelihood that participants believed a predictor should be included in an algorithm, we constructed a binomial (include/exclude) generalised linear mixed model. The model is based on the collected participants’ responses to include or exclude the predictor variables presented in Table 1. We limited our model to solely include model parameters which can be obtained without participant input, thereby choosing to exclude e.g. demographic factors and the participant’s assessment on the fairness of including a predictor (as recorded from 0–100%), as these factors are not known a priori. For the categorisation of predictor types, we followed the categorisation shown in Table 1: demographic, domain-specific, and validation. In order to account for variability between participants, we set participant ID as the random factor of the model. The model is constructed using the glmer function in R package lme4 [4].

Table 1: Overview of predictor variables and the respective group filter through which the display of the data is controlled. The last column shows the PREDICTOR TYPE of the predictor variables across the two scenarios.

<table>
<thead>
<tr>
<th>Factor</th>
<th>Recidivism dataset</th>
<th>Lending dataset</th>
<th>Predictor type</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Predictor variable</td>
<td>Predictor variable</td>
<td>Group filter</td>
</tr>
<tr>
<td>Age</td>
<td>Age</td>
<td>Age</td>
<td>Age</td>
</tr>
<tr>
<td>Age</td>
<td>Age</td>
<td>Age</td>
<td>Sex</td>
</tr>
<tr>
<td>Nr. prior convictions</td>
<td>Degree of charge</td>
<td>Loan amount</td>
<td>Loan amount</td>
</tr>
<tr>
<td>Nr. prior convictions</td>
<td>Violent offence</td>
<td>Loan amount</td>
<td>Loan duration</td>
</tr>
<tr>
<td>Height</td>
<td>Dominant hand</td>
<td>Weight</td>
<td>Weight</td>
</tr>
</tbody>
</table>

Table 2: Overview of participants’ demographic factors.

<table>
<thead>
<tr>
<th>Factor</th>
<th>N</th>
<th>% sample</th>
<th>US Census</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gender</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Women</td>
<td>39</td>
<td>48.8%</td>
<td>49.0%</td>
</tr>
<tr>
<td>Men</td>
<td>39</td>
<td>48.8%</td>
<td>51.0%</td>
</tr>
<tr>
<td>Non-binary</td>
<td>1</td>
<td>1.3%</td>
<td>-</td>
</tr>
<tr>
<td>Prefer not to disclose</td>
<td>1</td>
<td>1.3%</td>
<td>-</td>
</tr>
<tr>
<td>Race</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>African-American</td>
<td>4</td>
<td>5.0%</td>
<td>13.4%</td>
</tr>
<tr>
<td>Asian</td>
<td>9</td>
<td>11.3%</td>
<td>5.9%</td>
</tr>
<tr>
<td>Caucasian</td>
<td>48</td>
<td>60.0%</td>
<td>60.4%</td>
</tr>
<tr>
<td>Hispanic</td>
<td>12</td>
<td>15.0%</td>
<td>18.3%</td>
</tr>
<tr>
<td>Native American</td>
<td>0</td>
<td>0%</td>
<td>1.5%</td>
</tr>
<tr>
<td>Other</td>
<td>6</td>
<td>7.5%</td>
<td>2.7%</td>
</tr>
<tr>
<td>Prefer not to disclose</td>
<td>1</td>
<td>1.3%</td>
<td>-</td>
</tr>
<tr>
<td>Educational attainment</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Primary education</td>
<td>2</td>
<td>2.5%</td>
<td>8.4%</td>
</tr>
<tr>
<td>Secondary edu. or high school</td>
<td>26</td>
<td>32.5%</td>
<td>28.3%</td>
</tr>
<tr>
<td>Bachelor or vocational degree</td>
<td>38</td>
<td>47.5%</td>
<td>31.1%</td>
</tr>
<tr>
<td>Master’s degree</td>
<td>12</td>
<td>15.0%</td>
<td>10.2%</td>
</tr>
<tr>
<td>Doctorate or higher</td>
<td>2</td>
<td>2.5%</td>
<td>1.8%</td>
</tr>
</tbody>
</table>
A likelihood ratio test as compared to the null model showed that our logistic regression model is statistically significant ($\chi^2(11) = 265.78, p < .001$) [8]. Our model explains 54.1% of the variance in predictor assessment ($R = 0.73, R^2 = 0.54$). To ensure the validity of the model, we checked for the existence of multicollinearity among the model’s parameters. We found a variance inflation factor (VIF) of our parameters between 1.76 and 3.34, all below the often-used thresholds of five or ten to detect multicollinearity [23], indicating the validity of the model. The model outcomes are summarised in Table 3, with the following reference levels: Predictor type (Demographic), Visualisation technique (Text), Display of outcome variable (Yes), Scenario (Recidivism).

We discuss the significant predictors identified in our model (Table 3) in more detail to obtain a better understanding of their effect. We first present the main effects of Predictor type, Visualisation technique, and Scenario, after which the significant interaction effects are presented.

Figure 2-A highlights the significant difference between Validation predictors and the two remaining predictor types (Demographic and Domain), with participants being substantially less likely to include a Validation predictor. This highlights the Validation predictors’ ability to function as an explicitly verifiable variable. The main effect of the visualisation type is shown in Figure 2-B. Our results highlight that participants were significantly more likely to include a variable when presented in text as opposed to visualised in a scatterplot presentation. The third significant main effect, scenario, is visualised in Figure 2-C. These results show that participants were significantly less likely to vote for a parameter to be included in the model in the lending scenario. Furthermore, we found that the confidence intervals are substantially narrower for the recidivism scenario as compared to the lending scenario – indicating higher levels of agreement among participants for the recidivism scenario.

Our model highlights two significant interactions, the first one between Predictor type and Visualisation technique, and the second one between Scenario and Display of outcome variable. The interaction between Predictor type and Visualisation technique is shown in Figure 3-A. The significant interaction indicates that the chosen Visualisation technique affects participants’ judgement differently between different Predictor types. For the Domain-specific predictors (e.g., loan amount), a text-based visualisation resulted in a higher likelihood to include the variable, whereas the effect is reversed for the Demographic predictors. Although the Display of outcome variable is not a significant predictor of participants’ assessment of predictor inclusion on its own,
the interaction between the DISPLAY OF OUTCOME VARIABLE and SCENARIO is significant (Table 3). As shown in Figure 3-B, displaying the outcome variable reduced the likelihood of a participant to include a parameter in the Recidivism scenario, whereas this effect is nonexistent for the Lending scenario.

4.2 Perceptions of Fairness

In addition to a binary assessment of including or excluding a predictor, as presented in the preceding section, we asked participants to assess the fairness of each algorithmic predictor on a scale from 0–100%. As expected, this perceived fairness is closely aligned to the participants’ decision to include/exclude a predictor – with a mean perceived fairness of 25.0% (SD = 28.5) on the predictors participants voted to exclude, and 76.9% (SD = 23.1) on predictors voted to be included. A Mann-Whitney rank-sum test confirmed that the distributions of fairness perceptions (as rated from 0–100%) differed significantly between predictors voted to include versus predictors voted to exclude (U = 13765, p < 0.001).

Next, we explored the effect of the participants’ educational attainment on their perceptions of fairness. Given the limited occurrence of participants with a highest level of education as ‘Primary school’ (2) or ‘Doctorate or higher’ (2) we excluded these four participants from our analysis. A Kruskal-Wallis rank-sum test showed a significant effect of attained education level on perceived fairness (χ²(2) = 15.59, p < 0.001), with the average level of perceived fairness decreasing with an increase in attained education. A pairwise comparison using Wilcoxon rank-sum test showed a significant difference between ‘Secondary education or high school’ and ‘Bachelor or vocational degree’ (p = 0.006) and between ‘Secondary education or high school’ and ‘Master’s degree’ (p < 0.001). Figure 4 shows these differences in a density plot. A Kruskal-Wallis test between participant graph literacy score and their perceived fairness was significant (χ²(3) = 7.843, p = 0.049), with average fairness perceptions decreasing as graph literacy score increases (mean values of 0.65, 0.62, 0.56, and 0.55 for graph literacy scores 1 to 4 respectively).

Subsequently, we analysed the effect of gender on the participants’ perceived fairness. Our sample consists of one non-binary participant, and one participant who did not wish to disclose their gender – we excluded these participants from our analysis due to their limited representation in our sample. Using a Mann-Whitney test, we found a significant difference between the perceived predictor fairness by women (mean = 52.9, SD = 34.3) and men (mean = 65.3, SD = 28.5)

Figure 3: Visualisation of the significant interaction effects of our linear model (Table 3), using ggeffects [40].

Figure 4: Fairness ratings by educational attainment (left) and sex (right). Vertical lines indicate mean group values.
4.3 Information Demands and Confidence

Lastly, we present participants’ responses to the Likert statements ‘I had all the required information to assess the fairness of the algorithm,’ and ‘I feel confident in my decisions’, as collected in the final stage of the study. Figure 5 presents participants’ answers as split per condition and level of educational attainment. These results show that participants were largely divided over the fact whether all required information was presented, and that this division is more or less equal between conditions. Participants who responded negatively to the question commented primarily on a lack of background information presented. For example, one participant stated:

“What were people getting these loans for? Some loans and debt are relatively stable and others aren’t. Also what else was included in the algorithm? Anything beyond the factors that were discussed? I might have had a different opinion of whether certain factors belonged in the algorithm if I knew what other factors were being taken into consideration.” [P56]

Information was presented to participants per predictor, whereas several participants requested a wider overview of participant data:

“Hyperfocusing on just one aspect meant that I was missing the whole picture, and that meant certain groups were always going to be unfairly evaluated.” [P60]

In terms of decision confidence, participants leaned towards self-assurance in all conditions, with the exception of the ‘Scatterplot - Outcome’ combination. Participants in this condition disproportionately commented on the difficulty of interpreting the presented information, such as:

“The fact that the graphs were incredibly difficult for me to decipher.” [P13]

“I wasn’t sure if I was reading the graphs entirely correctly.” [P05]

One of the participants which expressed high confidence in their decisions stated to find confidence in their existing prejudices:

“Prior experience with individuals in some of the groups outlined.” [P33]

In line with the aforementioned fairness perceptions (Figure 4), we found that those with higher educational attainment express a stronger need for additional information and generally have lower confidence in their decisions.

5 DISCUSSION

Through the presented study we aim to understand the effect of data presentation on people’s fairness perceptions. As an individual’s perception of fairness cannot be classified as inherently ‘right’ or ‘wrong’, our work does not aim to identify one optimal presentation technique which captures the fairest outcomes. Instead, our work is based on the call-to-action to the Computer Science community to actively involve the general public in the decision making process of new AI systems [13, 51, 56, 64]. Building on this call and the ongoing efforts towards creating interactive tools for inspecting algorithmic predictors and models [33, 38, 62], we explore the effect of data visualisation technique (text vs scatterplot) and providing information on the outcome variable (split data by outcome variable vs joint data presentation) on perceptions of ML predictors. From a wider perspective, a better understanding of the public’s perceptions and interpretations of fairness are critical in supporting both an informed debate between the public and technologists, as well as giving a voice to non-ML experts in the design of future applications.

Following prior work on fairness perceptions [56], we introduce a ‘verifiable’ predictor pair in each scenario (‘height–dominant
hand’ and ‘weight–vegetarian’) to assess participants’ ability to identify and exclude these predictors. Our results show that these predictors are largely excluded (Figure 2-A) – providing confidence in the participants’ understanding and ability to complete the given task of assessing algorithmic predictors.

5.1 Information Presentation

The presentation of predictors using a text-based visualisation technique, in which data was summarised into three categories, resulted in an increased likelihood of predictors being included as compared to a scatterplot-based visualisation technique – despite the underlying data being identical. The literature on risk management has a long history of studying the effects of information presentation on participant risk perceptions. For example, Gibson et al. found that a stacked bar graph improved participants’ risk understanding as compared to textual information [19]. Similarly, Tait et al. found that pictographs were found to significantly increase health risk understanding as compared to text and tables [53], regardless of the participants’ numerical literacy. Contrasting these findings to our results, in which a text-based presentation resulted in more variables being included (i.e., higher perceived levels fairness), we hypothesise that the visual presentation included in the scatterplots more clearly communicated differences between groups (e.g., race, loan duration) within predictors. Although our work was limited to two visualisation techniques currently used in the Human-AI literature, we consider this an opportunity for future work to explore visualisation techniques not yet widely considered in AI applications. For example, the use of pictographs, as studied by Tait et al. [53], might be more easily interpretable.

Our results also show that participants felt significantly less confident about their decisions in the condition in which data was visualised in a scatterplot while data was simultaneously split by outcome variable – this effect is not apparent in any other combination. Work by Cheng et al. highlights that white-box explanations do not increase participants self-reported level of understanding as compared to a black-box explanation [11] (although their objective understanding does increase), which the authors attribute to increased complexity and required cognitive load. Our results indicate that a similar effect appears in relation to participants’ confidence, with our most complex design (Scatterplot - Outcome) showing lower levels of decision making confidence (Figure 5). We argue that this particular combination (Scatterplot - Outcome) may therefore exceed the capacity of study participants to fully comprehend the information shown.

5.2 Education and Gender

Our results highlight that participants with higher educational attainment significantly rated predictors as being less fair (Figure 4). Participants with a higher level of education also felt less confident in their decisions and were less likely to agree with the statement that they had all the required information to assess the fairness of the predictor. These results point in the direction of the well-known Dunning–Kruger effect [35]. In their seminal paper, Dunning and Kruger state that “those with limited knowledge in a domain suffer a dual burden: Not only do they reach mistaken conclusions and make regrettable errors, but their incompetence robs them of the ability to realize it” [35]. Therefore, future work which aims to involve a wider study population (in contrast to typically highly-educated AI developers) should take note of the fact that a large subset of their sample will not consider the fact that additional information might be required to draw conclusions. Researchers should, therefore, consider to explicitly indicate which information is missing when presenting information to participants.

Furthermore, we found the gender difference in perceived fairness of predictors to be particularly noteworthy given the current state of the software industry. According to data from the US Bureau of Labor Statistics, women compose only 26% of the US computing workforce population in 2019 [43]. It is therefore probable that AI systems are primarily developed by men, while our results highlight that the fairness perspectives of women differ significantly from that of men. This is reflected in prior work in Economics, with e.g. Andreoni & Vesterlund finding empirical evidence for differences in altruistic behaviour between men and women under different circumstances [1]. We, therefore, align ourselves with earlier calls that expressed the need to collect opinions from a diverse participant sample when assessing perceptions of AI systems [45, 56, 66]. Pierson states; “If demographics predict how we believe algorithms should behave, we need our algorithm designers to be more demographically representative if algorithms are to serve the will of the whole population” [45]. Although we support such endeavours, an analysis by Wang et al. indicates that the gender gap in Computer Science research will not reach parity between men and women until 2137 under the current developments [59], if such parity will ever be reached at all. As such, we consider the input of a more diverse participant sample, as we are able to achieve through the applied method (Table 2), as a requirement when assessing the fairness of algorithmic systems. This aligns with prior work by Williams and her call for gender-neutral software [63].

5.3 Studying AI Perceptions

Correll argues that the HCI community has a moral duty to communicate the algorithmic decision-making process to those impacted by the algorithm, stating that current work on assessing and interpreting ML models is primarily focused on ML practitioners: “An ethical concern is that we are therefore empowering the creators of ML models, but are not empowering the people affected by these models.” [13]. Although our current study is focused solely on predictor selection, it highlights a number of recommendations for future research into the wider area of AI perceptions among non-ML experts. To support further research into this critical domain, we summarise our recommendations below;

- **Limit presentation complexity.** Our results show that participant confidence is reduced when presented with overly complex information. As such, we recommend against the direct use of machine learning terminology in studies involving participants from a non-ML background (e.g., we find it unlikely that terms such as ‘disparity’ can be understood by the general public [65]). Prior work further points to a better understanding of risks using graphical visualisations rather than a text-based presentation [19, 53], opening the possibility for e.g. pictograph-based communication.
• Tailor information presentation to target audience. Following the above recommendation, we stress that information presentation should be adjusted to the target audience to ensure that the user can fully comprehend the information presented. As such, the same style of information presentation used by ML/AI experts cannot simply be applied to novice users or members of the general public.

• Validate results across scenarios/datasets. While prior work has typically focused on one scenario or dataset at a time (see e.g., [22, 56, 65]), our results show that the presented scenario has a significant effect on the participants’ fairness assessments. Therefore, we recommend studies which aim to make a methodological contribution (such as ours) to validate findings across at least two distinct scenarios.

• Include verifiable predictors. Following earlier work and recommendations on including verifiable questions [20, 34, 56], we included two pairs of verifiable predictors. These predictors were excluded by a large majority of participants at a significantly higher rate than other types of predictors (Figure 2). By including verifiable predictors researchers can assess whether the task was sufficiently understood by participants.

• Instruct and assess participants. Although our goal was explicitly to widen data collection to non-ML experts, we decided to exclude five participants due to their incorrect answers on the background questions—following prior work by Yu et al. [65]. We argue that a basic understanding of the study concepts is required to provide reliable input, and it is therefore the responsibility of the researchers to carefully instruct participants on the problem at hand. While it is impossible to state whether the excluded participants were unable to comprehend our explanation, unmotivated to read the background text, or were perhaps automated survey completion bots, we consider all three as harmful to data collection. Therefore, we recommend excluding participants based on a short assessment of their understanding of the core concepts of the study following a succinct explanation.

We publicly release the source code of our study application to enable others to replicate and extend our work.1

5.4 Limitations

We recognise several limitations in our work that should be considered when interpreting the presented results. First, our participants were presented with either a scatterplot or text-based presentation of the predictor variable. Numerous other visualisation techniques exist, and they are likely to result in a different effect on participants’ fairness perceptions. Future work may assess the effect of other visualisation techniques. Second, the presented scenarios (i.e., recidivism, lending) covered distinctly different topics with a disparate predictor data distribution. It is therefore unsurprising that participants assess the fairness of the individual predictors differently between scenarios, and the inclusion of additional scenarios would have likely revealed further differences. Although our results highlight similarities in the effects of predictor type and visualisation technique, we particularly stress the need for researchers to consider multiple scenarios when assessing human-AI assessment tools. Third, our study focused solely on predictor selection—one of the several steps in the development of an AI algorithm. We, therefore, call on the HCI research community to expand the study of methodological considerations of non-expert involvement to other phases of AI development. Finally, we note that not one ‘public perception’ of fairness exists, and that results are likely to differ when studying different populations. Our study was limited to American coworkers, and prior work shows that perceptions towards e.g. AI behaviour and fairness differ significantly between geographical and cultural clusters [3, 57].

6 CONCLUSION

HCI research and practice builds on a longstanding tradition of end-user involvement. With an increasing focus on Human-AI interaction, we must ensure that the methods and tools used for assessing fairness perceptions provide researchers and practitioners with reliable insights. Through a mixed-model study design, we found that the frequently used scatterplot visualisation technique led to a significantly lower fairness perception as compared to a text-based visualisation. Presentation of the outcome variable (i.e., splitting the presented dataset) did not result in a main effect on predictor assessment, but did show an interaction effect with the presented scenario. Further, we found a significant difference in fairness assessments between the two scenarios, highlighting the need for method-based studies to consider more than one scenario when assessing the effect of e.g. data presentation on perceived fairness. Finally, gender and educational attainment significantly affected perceived fairness, with women and higher educated participants perceiving the presented predictors as less fair. This highlights the opportunities and needs for future work towards ensuring accessible and educational AI evaluation tools in order to reach a wide and diverse segment of the population.
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